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Abstract:  
   Clustering is a significant data mining method that is used in a variety of disciplines. Clustering 
attempts to divide a big set of data into smaller groups that are more similar within the same group, but 
distinct from other groups, each subgroup referred to as a “cluster”. This paper introduces the concept of 
clustering, the most important clustering approaches, and the application of graph-based clustering 
utilizing one of the graph algorithms, the Minimum Spanning Tree (MST) algorithm, which groups 
related nodes into clusters. The method has been evaluated on five various data sets utilizing cluster 
validation measures (Adjusted Rand Index, v-measure_ scores), and its performance on all of these data 
sets has been demonstrated when compared to other algorithms. 
 Keywords:  Clustering, Minimum Spanning Trees, Graph, Clustering techniques 
___________________________________________________________________________________ 
1. Introduction  
Due to progress in information technology, people are faced daily with a huge amount of information, 
which is represented as data, and to find or extract useful information from that data, data mining is used, 
and for the purpose of analyzing and managing data, used of the effective data mining techniques for the 
purpose of clustering or classification [1]. 
Cluster analysis is a fundamental concept in data mining, aims to split a large set of data into a smaller set 
based on similarity and which detect the intrinsic structure of that data. Clustering is an unsupervised 
learning method in which data is collected without prior knowledge of the category label [2].  
Clustering is a technology of major importance and has applications in many fields, including machine 
learning, data mining, image processing, pattern recognition, biological [3].There are several techniques 
and methods for clustering In this paper, will use Clustering –based graph algorithms ,where there are 
several algorithms for the purpose of clustering based on graph ,in our study we  using clustering -based a 
Minimum Spanning Tree (MST), where a (MST) minimum spanning tree  distinguished  in finding on 
detecting clusters with irregular boundaries [4]. 
The paper is structured as follows: Section 2 discusses related research, while Section 3 clustering 
techniques, in section 4 Evaluation metrics, The clustering algorithm is discussed in Section 5. The 
experimental results are shown in Section 6. Conclusions are included in Section 7.
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2. Related Works: 
Spanning tree is, connected undirected non-cyclic sub-graph for a graph G, which involves all the 
'vertices' of G. The minim spanning tree (MST) of is the weighing   minimal spanning tree of that graph. 
[5,6]. Clustering based a minimum spanning tree was proposed for the first by C. T. Zahn,1971 [7].  
A review of some researches related to clustering techniques based minimum spanning tree. 
 

Table (2.1) Researches related to clustering based on minimum spanning tree
Researchers Year  Method  Reference 

 
Xu Y ,et al 2001 describe clustering  gene expression data  

multidimensional  using a minimal spanning tree  .three  
objective functions and the corresponding cluster 
algorithm for computing k-partitions 

[8] 

O. Grygorash et al 2006 propose, two algorithms for clustering using the minim 
spanning tree. In the first algorithm, a value of K is 
given to produce the required clusters, and the second 
algorithm without giving a value of K , The algorithm 
showed good results compared to the (k-mean ,EM) 
algorithm through its ability for finding clusters with 
irregular boundaries.. 

[4] 

Peter. S. John and S. P. 
Victor 

2010 proposed, two approaches to clustering based MST, the 
first method used the divisional approach, and the 
second method produced dendrogram (agglomerative). 
 

[9] 

A. C. M¨uller et al 2012 proposed a theoretical clustering algorithm to find 
cluster using optimization to estimate the information 
mutual between data distribution and cluster 
assignment. It proposes an efficient algorithm with low 
runtime complexity. It shows good performance on 
many datasets 

[10] 

Wang et al 2013 proposed an efficient clustering method using a 
minimal spanning tree. Optimizing a MST- based 
clustering ,by removal  density -based outliers, they 
applied the method to high-dimensional datasets and 
low-dimensional dataset, and it showed its effectiveness 

[11] 

Zhong et al 2015 presented an algorithm consisting two phase, the first 
phase using 'divide and conquer' model and in the 
second phase refinement. It showed good performance 
in clustering . 

[12] 
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Lv, Xiao-bo et al 2018 proposes  a clustering method based on the minimum  
spanning tree, by of the group center initialization 
method , based on the geodesic distance , for find 
inconsistent edges, where  good effectiveness is 
obtained on the used dataset . 

[13] 

Li, Jia et al  2019 present two methods, the first is to calculate the' scaled-
MST with scaled distance’ to detection the lengthy 
edges in the dataset of different densities. The second 
method  work by merging the MST structure and 
'inconsistent edges' find ,in only one step , algorithm 
apply on image segmentation 

[14] 

 
3. Clustering techniques: 
This section includes, presenting for the most important clustering techniques widely used in the 
literature. 
 
3.1 Partitional methods: 
 where the data set is divided into k of clusters through some objective functions, finding the distance or 
difference between a point and the group model. The figure (2.1) shows the Partitional method. An 
algorithm k means is defined as the oldest and most prevalent algorithm in the partitional method. The 
most fundamental step in the (k- means) algorithm is defining the number of clusters, i.e. defining the 
centers of clusters in prior by the user, one center for each group. Although this algorithm is widely used, 
it suffers from noise sensitivity as well as its inability to deal with data sets of arbitrary sizes, shapes, and 
densities [2,15], below are the algorithm steps. 

 
 
 
 
 

K-Means Algorithm (1) 

1-Choose the number of clusters, k.

2-Randomly generate k clusters and determine the cluster centers, or directly generate k 

random points as cluster centers.

3-Assign each point to the nearest cluster center.

4-Recompute  the new cluster centers.

5-Repeat the two previous steps until some convergence criterion is met (usually that 

the assignment hasn't changed).
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Figure (3.1) Partitional clustering approaches [16] 

 
3. 2 Hierarchical clustering methods: 
In contrast to partial methods, hierarchical algorithms find groups are two ways:  'agglomerative’ and 
'divisive’, where the resulting groups are in the form of   'dendrogram ‘. The algorithms stop merging or 
splitting when the required number of clusters, the figure shows the hierarchical method, these algorithms 
suffer from not being able to make corrections when splitting or merging faulty. [ 15,17]. 

 
 
 
 
 
 
 
 
 
 

Figure (3.2) Hierarchical clustering methods [17] 
 
3. 3 Clustering Methods Based Density: 
In this type of algorithm, contiguous points are grouped into clustering depending on the density 
conditions. Figure (2.3) show density- based clustering. These algorithms have difficulty specifying input 
parameters, these algorithms detect randomly shaped clustering [ 15,6]. 
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Figure (3.3) Density based clustering [19] 
3.4 Clustering –based graph algorithms: 
There are several algorithms for the purpose of clustering based on graph, in our study we using 
clustering based on a minimal spanning tree, where the spanning tree is distinguished in finding clusters 
of different shapes and sizes. A graph is a structure consists of ‘nodes’ and 'edges', where these edges 
connect the nodes. In graph-based grouping, similar vertices are grouped into groups [20,21]. 
 
 
 
 
 
 
 
 
 
 

Figure (3.4) Clustering –based graph algorithms [21] 
 
3.4.1 Minimum Spanning Trees algorithm: 
For a set of data X where X= {x1, x2, xn}, let a undirection weighted graph be constructed where the 
complete graph is expressed G= (V, E), where V represents a set of data points from the dataset, either E 
it represents the edges, which is the the distance between the vertices, let it be the distance between x1, x2 
is distance calculated using one of the distance measures. The (MST) minimum spanning tree, is a 
spanning tree is a non-cyclic sub-Graph (G′) of a graph(G) that connects all nodes (V) with the fewest 
edges(E′) [21,22]. The minimum spanning tree is constructed using either the Kruskal [5] or Prim [6] 
algorithm. 
__________________________________________________________________________________ 
3.4.1.1 Kruskal’s Algorithm 
Kruskal’s algorithm is an another greedy algorithm to construct the minimal spanning tree. This 
algorithm starts with a forest (initially each node of the graph represents a tree) and iteratively adds the 
edge with the lowest cost to the forest connecting trees such a way, that circles in the forest are not 
enabled. The formal algorithm is given in Algorithm  (2) 
 
 
 
 
 
 
 
 
4.  Evaluation metrics: 
Cluster Evaluation metrics are classified into external and internal indexes: external metrics evaluate 
clusters according to the knowledge of the correct class labels, but if class labels are not available, internal 
indexes are used as they depend in estimating the quality on the data alone [23,24]. Examples of these metrics are (Adjusted 
Rand index, V-measure).  

Kruskal’s algorithm (2) 
1-Create a forest F in such a way that each vertex (V ) of the graph G denotes a 
separate  tree. Let S = E 
2-Select an edge e from S with the minimum weight. Set S = S − {e}. 
3-If the selected edge e connects two separated trees, then add it to the forest. 
4-Step 4 If F is not yet a spanning tree and S ≠ { } go back to Step 2. 
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4.1   Adjusted Rand index: 
This metrics is considered one of the external measures and is used to verify the validity of the clusters because it is a measure 
to show the extent to which the correct group matches what is expected in the clustering. The value The adjusted Rand index, 
its value, is 0.0 when the labeling are random, for a number of groups and samples, and 1.0, when the grouping is the identical, 
and it is expressed in the mathematical formula below: 
ARI=             …..  (4.5)  

Where (RI) is Rand index 
____________________________________________________________________________________ Homogeneity, 
completeness and V-measure:  
Homogeneity: Each group contains objects of one class Just, completeness: All objects belonging to a certain class are 
assigned to the same group, The V-measure harmonic mean to completenes and homogeneity. These measures range in value 
between 0 and 1, If the value is increased to 1, it is better. 
____________________________________________________________________________________ 
5. Proposed methodology:  
The steps for a methodology (CBMST) is explained on the following diagram. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure (5.1) Flowchart Method 

1- Initially, the data set input, let it be, “D= {d1, d2, dn}”, where “n “, is number of objects in a 
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2- Pre-processing step is performed for each the dataset, which is considered an important stage 
before apply any algorithm. Pre-processing is used for the purpose of easier the process of data 
clustering, data quality has a significant effect on the processing process. Pre-processing consists 
of several steps that are used based to the type of data, including (outlier  
detection, transformation, normalization, dimensional reduction and feature selection). 

3- The algorithm starts by finding the nearest neighbors between the data points based on the 
distances between the points and this is done according to the (nearest neighbors) algorithm that 
finds the nearest neighbors.The nearest neighbor is find by implementing algorithm (KNN 
Graph),value (k) represents the number of neighbors where (k<n), where the outputs of the 
previous step are the inputs to the algorithm, which finds the distance between the data points and 
the specified number of neighbors, the Euclidean distance is applied, where the algorithm works 
to find the distances according to the specified search algorithm ,not done specify the type of  
search algorithm as it works to find the best distances between data points, after finding the 
nearest neighbors for all the input data, undirection weighted graph is produced, where the 
vertices of the graph are the data points, and the edges between the vertices represent the weighted 
(Euclidean distance). weighted graph is built, where the vertices represent the number of points 
and the edges represent the distance values obtained from the previous step. 

4- In this step, the minimum spanning tree is created, the minimum spanning tree algorithm is 
created using the (kruskul) algorithm, where this algorithm works to find (spanning tree) with the 
least weight, this algorithm starts with a forest (initially each node of the graph represents a tree) 
and iteratively adds the edge with the lowest cost to the forest connecting trees such a way, that 
circles in the forest are not enabled. 

5- After (minimum spanning tree) is built, we search for the inconsistent edge among the tree edges, 
finding the inconsistent edge and then removing it. The edge deletion is inconsistent will divide 
the tree into a group of connected components, as each component It is a cluster, the algorithm 
continues to find the inconsistent edges until the desired number of clusters is found, where the 
output of the algorithm is the label for each cluster.  

6.  Experiment Results: 
The algorithm is tested on a set of 2-dimensional data, where these selected data are containing of various 
shapes, sizes, densities. Table (6.1) datasets details shows. The three data sets (DS1, DS2, DS3) are from 
[25], and the datasets (DS4, DS5) are from [26]. 

Table (6.1) Details of the 2-dimensional datasets   
Name of the data 
set 

 number of data 
points(n) 

Number of 
clusters (k) 

Description 

DS1 200 4 Blob(Gaussian clusters) 

DS2 800 2 half-moon 

DS3 500 2 nested circles 

DS4 788 7 aggregation 

DS5  312 3 spiral 

 



JJournal of Education for Pure Science- University of Thi-Qar 
Vol.12, No.1 (March, 2022) 

Website: jceps.utq.edu.iq                                                                                                      Email: jceps@eps.utq.edu.iq 

  47 

Where the data set on which the algorithm was examined, each data set describes a various type for 
clustering problems. The algorithm was implemented on the five datasets shown in the figure (6.1), where 
we note that it is able to separate clusters well with each of the datasets, and as shown in Figure (6.2) 
Cluster evaluation are performed using two measures Adjusted Rand Index (ARI) and (V-measure), 
which was mentioned in the section 4, each of the five datasets was evaluated with metrics, and shows 
good performance. 
The figure(6.2)  shows the able of the minimum spanning tree algorithm in separating clusters well  with  
the five datasets compared to the algorithm (K means ) with the same data set and under the same 
conditions, as figure (6.3). 

 
Dset1 Dset2                               Dset3                           Dset4  Dset5 

Figure (6.1)   Five synthetic datasets 

 
Figure (6.2) Five datasets with CBMST 

 
Figure (6.3) Datasets Five  with k-means algorithm 
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The algorithm was compared with the (kmeans) algorithm and the (agglomerative ) algorithm for the 
same data set using evaluation metrics, as shown in Figures ( 6.4) and ( 6.5). 

 
Figure (6.4) Adjusted Rand Index  by all synthetic datasets 

 
Figure (6.5) v-measure_ scores by all synthetic datasets 

 
7. Conclusions: 
In our study, the clustering method was discussed using one of the graph algorithms, the minimal 
spanning tree (MST) algorithm, which showed its ability to find clusters in the data set of different shapes 



JJournal of Education for Pure Science- University of Thi-Qar 
Vol.12, No.1 (March, 2022) 

Website: jceps.utq.edu.iq                                                                                                      Email: jceps@eps.utq.edu.iq 

  49 

and sizes, and the results also showed that the algorithm works well in the two-dimensional dataset. In 
addition to being more efficient compared to the (Kmeans, Agglomerative) algorithms and based on the 
results of cluster validation metrics in Figures (6.4) and (6.5), our method can be extended to work on a 
high-dimensional data set or can be combined with one of the other clustering algorithms to find clusters 
in future work. 
____________________________________________________________________________________ 
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