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Abstract: 

Lip reading is a visual way to communicate with people through the movement of the lips, especially the 
hearing impaired and people who are in noisy environments such as stadiums and airports. Lip reading is 
not easy to face many difficulties, especially when taking a video of the person, including lighting, 
rotation, the person’s position and different skin colors...etc.  As researchers are constantly looking for 
new techniques for lip-reading.  

The main objective of the paper is to design and implement an effective system for identifying decimal 
digits by movement. Our proposed system consists of two stages, namely, preprocessing, in which the 
face and mouth area are detected, lips are determined and stored in a temporary folder to used viola jones. 
The second stage is to take a GoogleNet neural network and insert the flange frame in it, where the 
features will be extracted in the convolutional layer and then the classification process where the results 
were convincing and we obtained an accuracy of 87% by using a database consisting of 35 videos and it 
contained seven  males and two females, and the number of the  frame was 21,501 lips image. 

Key word: viola jones and GoogleNet  

1. Introduction 
     Our research paper aims to read the lips of a group of personal speaking decimal digits in the absence 
of sound through the neural network GoogleNet. lip reading It is a very important method used by 
individuals with hearing impairments to recognize or interpret speech by visually watching the movement 
of the lips [1]. It is a way to predict words and phrases from watching a video only without any audio 
signal[2].  Lip reading is very difficult to teach because one must learn the language and context of the 
conversation in order to read correctly [3]. Lip reading has many facets due to the emergence of a wide 
range of databases covering thousands of vocabulary from sentences, words and digits [4]. This topic has 
received great attention in recent years due to its many uses in modern applications, such as image 
processing, pattern recognition, object detection, statistical modeling, artificial intelligence, etc. It is also 
used in speech recognition [5]. GoogleNet results are more accurate when the lip position is in the correct 
position and the features extracted are powerful so it is necessary to focus on the lip area.  [6]. Our 
proposed system focuses on detecting the face and then identifying the lips, which are difficult tasks due 
to differences in sensor presence, background, and light. 
      This paper is structured  as following: Section two overviews the related work. Section three 
introduces the layout proposed system. Section four describes the results  and discussion of conduct tests. 
Finally, section five the derived conclusions of this paper. 
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 2.  Related Work 

           It is a technique through which speech can be understood, especially mastered by people with hearing 
difficulties, as it enables them to communicate with others and engage in social activities that would 
otherwise be difficult. In this section, we will review some of the works that are related to our work. R. 
Bowden et al. (2009) in [2]. They  proposed compared various features for Automatic lip reading, 
including four types of  2D DCT features, Active Appearance model  (AAM) features, Eigen lip 
features and sieve features in general, AAM features with appearance outperform other types of feature, 
Which means that appearance is more power  than the shape .The proposed obtained accuracy rate 65%.  
Bang et al. (2014) in [7]. They presented an engineering method, where they used artificial neural 
networks in the training and classification processes, and to extract the features they used the snake 
method and they got an accuracy of 60%. I. Anina et al.(2015) in [8]. A method was proposed to a 
process the problem of  non rigid mouth movement analysis using a database OuluVS2 and they got a 
recognition of 47% . Mr. Befkadu Belete (2019) in [9]. He suggested the audio-visual method for lip 
reading, where Viola Jones algorithm was used to detect from the mouth, and to extract the features, it 
used discrete wavelet Transformation (DWT), and the database used was AAVC, and it obtained an 
accuracy of 72%, and the discrimination was 67.08%. 

 

3. The proposed system 

            In this proposed system, we are trying to help the hearing-impaired personal  by recognizing speech 
through the movement of the lips and this is done using the convolutional neural networks GoogleNet, 
where in the beginning a video clip was taken of the person speaking with decimal digits and 
segmentation it into a sequential frame and then we use the Viola-Jones algorithm that detects the face 
and the mouth area, then subtracts the mouth area  is region of interest (ROI) and stores it in a temporary 
folder.  

             And Change the frame size to 224 * 224. Because GooleNet is select to this size then  inserts it into the 
GoogleNet network which extracts the features in the convolutional layer and finally passes these features 
to classify them Is the pronunciation correct for the decimal numbers or not, and Figure 1 shows that 
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                         Input video 

 

 

 

 

 Preprocessing stage 

 

 

 

 Convolution stage 

     

             Figure 1: The block diagram of the proposed system automatic lip reading 

 

 

 

Sequence frames  

Detection face 

Detection mouth        

Crop the mouth  

Resizing frame 224*224 Insert frame to Vgg16   

Classification  result  

Matching  result           

The decoded  digits 
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3.1 The preprocessing stage 

              Pre-processing begins by cutting the video into a sequential frame then defining a region of interest 
(RIO) is mouth, which is the region that we closely investigate from a specific region within an image, 
where it needs engineering operations that modify the spatial coordinates of the image such as cropping, 
resizing, translate and rotation . Then mouth frames stored in  temporary folder. Then we change the 
frame size to 224 * 224 to match the work of the network. The preprocessing stage includes three steps as 
in the figure 2. 

 
Frame 
Resize 
224*2
24 

              

                     

Input video                          Face frames                                 Mouth frames  
Output          

                                       

                      Figure 2: Block diagram the preprocessing steps 

 

3.1.1  Face and mouth detection 

         At this stage, we use the Viola Jones algorithm (which is a good algorithm for detecting objects that 
was discovered in 2001 by the two scientists Michael Viola and Jones, and its success was with an 
accuracy of 95%  [10]). The face is detected first, then the mouth area The following figure shows that: 
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         Figure 3: Shows detection of face and 

mouth by viola jones algorithm 

 

3.1.2  Crop  mouth  image from the frame   

     This is the second process in the preprocessing stage  Where this process takes place after the 
detection of the mouth area is now deducted from the image because it is (ROI).  Figure 4 is an example 
of the mouth area crop. The input image to GoogleNet network must be in size 224*224.  

       

 

    

          Figure 4: Sample for cropping the mouth 

 

3.2  Convolution  neural  network stage: 

      Convolution  neural network (CNN). It is a special kind of neural network, a method inspired by the 
visual cortex of the human brain. It is considered a good model for extracting features in deep learning 
and achieved remarkable success in image recognition, as it was used by many industry leaders such as 
Facebook and Google [12]. After completing the pre-processing process, the frames are fed into CNN, 
and there the features are extracted, reduced, and classified by  frames. 

3.2.1 Convolution neural network  layers 

      A special type of linear operation used by a neural network [13]. CNN was introduced by Lecun et 
al.1990 as a solution to a classification task created by Computer Vision [14]. It consists of three types of 
layers: convolutional layer, pooling layer, and fully connected layers. The function of the first layer is to 
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extract features and the second layer is to reduce the size The function of the third layer is to classify the 
features extracted at the end [15]. as shown in the figure  following  [16].   

     Figure 5: The 
architecture of convolution neural network CNN [16].    

A Convolution layer  

     It is the most important layer in CNN, which distinguishes it from other layers that contain one or 
more filters. It is called the convolutional kernel. The filters of the convolution layers are a two-
dimensional array, usually 3 * 3 or 5 * 5, and can be 1 * 1. The convolution layer creates maps Features 
that highlight the features of the original image. This is done by multiplying the kernel by the input 
matrix [17]. 

 

Figure 6: In a convolutional layer, element-wise matrix multiplication, and summation of the results onto 
feature map  [18].  

B.  Pooling layer  

     It is the second layer in CNN and it comes after the convolutional layer and it is called the 
implementation of the reduction process and this is called pooling and it means the process of reducing 
the size of each dimension of the output maps and this reduces the number of parameters that shorten the 
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training time, this layer preserves the maps  Input and Output It also merges pixels adjacent to a specific 
area of the image [19]. 

 

                       Figure 7: shows pooling operations [20]. 

C. Fully connected layer 

    It is the output of the final pooling  layer or is the output of the final layer of a CNN [20]. used as a 
classification layer where the result of each feature class extracted from the convolutional layers in the 
previous steps is calculated, the FC layer usually takes advantage of the activation function Sotfmax to 
classify the input appropriately [19]. 

3.2.3 GoogleNet 

     It is a convolutional neural network known as (Inception-V1), with a depth of 22 layers and 40 million 
parameters that provides scattered, multi-domain information It was proposed by GoogleNet company 
2014 (ILSVRCI14) and developed by researchers at Google to solve computer vision tasks such as 
detecting objects and classifying images Google Net managed to achieve the Least top 5 error rate of 
6.67%  [21]. I also got the best results, and it was very close to the human level. Google Net is a non-
sequential network. We can expand the depth as well as the width without placing a large burden on the 
computer[22]. And the main goal of it is to obtain high accuracy [23]. 

 

Figure 8: GoogleNet model architecture 
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3.3  The classification stage 

     At this stage, the frame of the lips with correct and incorrect reading will be classified by matching the 
training frames with the test frames. If the matching is done,                                     this indicates that the 
reading is correct for the digits  in  Figure 9 ,  but if the matching is not done, this indicates an error rate 
in the work of the network as in figure 10. 

 

                   

Figure9: Example test frame  matching training frame    Figure10: Example test frame not matching training 
frame                                                                                                                                                                     

4 .  Dataset Description.  

     We picked up our database from the site   https://ibug-avs.eu/  where personal were in front of the 
camera  Directly when reading the decimal digits, the number of videos was 35 videos for seven personal 
, 5 of whom were males and 2 females, and the number of the image  frame was 21,501 lip image. 

4.1 Experimental Details. 

     We have inserted a number of video lip image frames, which were 21,501 frames, into the 
convolutional neural network (GoogleNet), where it passed through the layers of the neural network and 
the training process was 80% (17,200 frames) and then the testing process 20% (4300) frames of the total 
samples that were randomly selected. 

 

     Training and test of Google Net  based on  MATLAB R2020  language to easily implement the code 
of CNN. A computer Lenovo  that has specifications such as  Intel(R) Core(TM) i7-10510U CPU @ 
1.80GHz   2.30 GHz for CPU,  8.00 GB Windows 10 Pro  of RAM, and 64-bit operating system, x64-
based processor. 

4.2   performance of GoogleNet 

     Our proposed method, GoogleNet, achieved an accuracy rate of 87% by using 35 videos for seven 
personal, five males and two females, and the Google Net network achieved success due to difficulties 
and from the presence or absence of make-up to females, as well as the presence or absence of the 
mustache to males, and this was the database from the site  https://ibug-avs.eu/.   
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The following table show the experimental results of the proposed system         Table1: Illustrates the 
main classification criteria for the proposed model. 

 The measure ration 

Accuracy 87% 

Precision 87.9% 

Recall 87.4% 

Specificity 98.2% 

 

                       

                 

Reference Number of 
persons 
extracted 
from the 
database 

Number of 
images in 
database 

Accuracy Recognition 

[7] 10 1200 60% _ 

[2] 15 _ 65% _ 

Our 
proposed 

7 21501 87% 83.5% 

Table 2: The recognition  rate compared with previous studies 

5. conclusion 

     Our proposed system went through several stages to reach the recognition of the pronunciation of 
digits by the movement of the lips, the first of which is our use of the Viola Jones algorithm to detect the 
face, then the mouth area, and then cut out the region of interest (the mouth) and store the lip frame in a 
temporary folder and then insert the frame into the GoogleNet to extract the features Then classify it. One 
of the advantages of our proposed system is that it gave us a correct classification, despite the differences 
in the structure and design of the lips from one person to another. 
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