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Abstract:

   Attention deficit hyperactivity disorder (ADHD) is a behavioral problem that can last into adulthood 

and affect children. Because it can show complicated brain activity, electroencephalography (EEG) plays 

a key role in determining the neurophysiology of ADHD. several statistical features are extracted from 

five frequency bands by using a discrete wavelet transform. The proposed system is evaluated by using 

K-means-based feature selection and 5 machine learning methods (Least-square support vector machine, 

k-nearest neighbor, Decision tree, and naive-Bayes classifier, support vector machine), so this system 

developed using a ten-fold cross-validation strategy and showed the testing accuracy for each classifier as 

( 96.49%, 92.66%, 88.08%, 68.39%,53.71% ), respectively.

Keywords: ADHD, EEG, machine learning, K-means.

1- Introduction:
   One of the common behavioral diseases that affect children is Attention Deficit Hyperactivity Disorder 
(ADHD)[1]. Children with ADHD are unable to sit down, plan, complete tasks or understand what is 
happening around them. The prevalence of attention deficit hyperactivity disorder is estimated at 12.1% 
among males and 3.9% among females [2]. Adults with attention deficit hyperactivity disorder run the 
risk of engaging in antisocial conduct, abusing drugs and alcohol, and performing poorly in school and at 
work [3]. Early identification of children's attention deficit hyperactivity disorder results in early and 
effective therapy[4]. To confirm the observed behavior and symptoms, current diagnostic criteria for 
hyperactivity and attention deficit hyperactivity disorder are being tested [5]. Since these criteria are 
behavior-based, it can frequently be challenging to recognize preschool-aged children with ADHD, and 
the use of EEG is advised in these situations. EEG is a helpful technique that sheds light on brain activity 
in the background and measures the neural substrates of cognition and behavior [6]. The literature 
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indicates that EEG plays a significant part in assessing the neurological function of children with ADHD 
[7]. In light of this, it might be a helpful tool for assessing and diagnosing the anomalous behavior of 
ADHD-affected kids.  
 

2- RELATED WORKS 

       This section illustrates a few recent strategies in which many people with ADHD were identified. 
The estimation of ADHD based on EEG data has been done using a variety of methodologies. Laura 
Dubreuil-Vall et al. (2020) a method based on a convolutional neural network (CNN) with a four-layer 
architecture that combines filtering and clustering and achieved a classification accuracy of 88%[8]. M. 
Maya-Piedrahita et al (2020) proposed a supported methodology for the diagnosis of ADHD based on 
hidden Markov models (HMM) and dynamic EEG characterization of the probabilistic product nucleus 
(PPK). The proposed method has an accuracy rate of 90.0% [9]. Behrad TaghiBeyglou et al. (2020) 
proposed a method to detect ADHD by extracting the frequency and temporal characteristics and used 
KNN as a classifier to obtain an accuracy of 83.33% [10]. Arif Inizad et al. (2020) used graph signal 
processing (GSP) and graph learning (GL) techniques to extract structural and functional features. When 
they combined these combinations of features, they were able to achieve a high detection accuracy of 
93.47% [11]. But Majid Moghaddari et al., (2020), created a deep learning model using a convolutional 
neural network, and then generated a three-channel RGB color image by extracting theta, alpha, beta, and 
gamma frequency bands from each segmented sample. The proposed model achieved an average 
accuracy of 98.48% [12]. Kathryn Joy et al. (2022) Based on several nonlinear entropy estimators and an 
artificial neural network classifier, investigate an efficient computer-assisted technical method for 
identifying ADHD from electroencephalography (EEG) signals [13]. Ali Al-Akhlasi et al. (2021), 
classified the two groups using the Effective Communication (EC) scale. Establishing an effective 
communication vector as a feature vector for the classification procedure relies on the ECM. Artificial 
neural networks, or multilayer artificial neural networks, were used during the classification process and 
the genetic algorithm was used to select the features. ECV g showed an accuracy of 89.1% based on 
ANN classification and GA results[14]. 
     In this study, K-means was used to decide which traits to compare between two groups of healthy 
children and children with ADHD. The least squares support vector machine was utilized as the classifier. 
 

3- Dataset  

          In this paper, we have used the dataset named " EEG data for ADHD/Control children "[15]. 
Participants were 60 healthy controls and 61 children with ADHD (boys and girls, ages 7-12). The 
DSM-IV criteria have been used by a professional psychiatrist to define ADHD in children who 
have been taking Ritalin for up to six months. None of the children in the control group had any 
reports of high-risk behavior, epilepsy, or psychiatric illness in the past. EEG recordings were 
made using 19 channels (Fz, Cz, Pz, C3, T3, C4, T4, Fp1, Fp2, F3, F4, F7, F8, P3, P4, T5, T6, O1, 
O2) at 128Hz sampling rate based on 10-20 standards. The reference electrodes located on the 
earlobes were A1 and A2. 

          The EEG recording procedure was based on visual attention tasks because one of the 
deficiencies in children with ADHD is visual attention. The children were asked to count a group 
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of cartoon characters they were shown as part of the activity. Each image contained between 5 and 
16 letters, chosen at random. The drawings were large enough for children to clearly see and count 
the characters. Every image was displayed instantly and seamlessly The infant's response to 
providing a continuous stimulus while recording the signal. Thus, the child's performance during 
this visual-cognitive task determined how long (i.e., speed of response) the EEG was recorded. An 
illustration of one of these images is shown in Figure .

Figure 1: shows an illustration of an image that was given to the children while the cues were being 

recorded [16].

4- Methodology

The proper methodology is the key to successful research. The methodology used to conduct this 
study is shown in Figure 2

Figure 2 : shows the method's workflow for identifying ADHD+ Normal

4.1.Segmentation

     The segmentation of EEG signals was done using a sliding window approach. This method used a 
sampling frequency of 128 HZ and a window size of 30 seconds. The EEG signal was divided into M 
windows, each of which included 3840 data points. These windows were stored in a matrix for the 
following step. 

Segmentation
Feature Extraction

By DWT

Feature Selection

By K-means

Classification and 
Validation

Classification 

Result

Dataset
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4.2.Feature Extraction 

     After segmentation, the array containing all segments is delivered to a feature extraction module 
where features are extracted to reduce the amount of data while retaining enough discriminatory 
information needed for classification. This is a necessary and important part of any rating system. When 
the extracted features contain enough discriminatory information, the performance of the classifier 

are extracted using (DWT), and ten statistical features are extracted from each band, so that the sum of 
features is fifty features and send them to K-means clustering to identify the features of interest. Below is 
an explanation of the features and how they are used. 

4.2.1 Wavelet transform 

     Wavelet transform provides insightful information about signals by transforming them into new 
domains. WT separates the signal into a weighted set of scaled functions.  [17]: ( , ) = ( )    …………(1) 

     where (a) specifies the scale, and (b) specifies the shift (b). 

     DWT is one of the primary methods for signal transformation employed in this study, with using of 
two filter banks, low pass and high pass filters, it effectively separates signals into wavelets. The noise 
must be removed to recover important information from signals, hence the approximation and detailed 
DWT coefficients are determined next[18]. DWT was applied with eight levels before statistical features 
were extracted. The db8 filter was used to perform the decomposition in DWT. The db8 wavelet was 
chosen as the best wavelet to employ since it most closely matched the signal. 

The discrete Wavelet Transformation (DWT) is defined by the equation below (Equation 2) 

,  = ( ) , ( )dt  ……………….(2)                                                                                             

4.2.2 statistical features 

     The collection, organization, presentation, analysis and interpretation of data are part of statistics. 
When you apply statistics to a scientific, industrial, or social problem, you usually start by looking at a 
statistical ensemble or statistical model. [19]. The ten statistical characteristics used in this study are 
(minimum, maximum, mean, median, mode, root mean square (RMS), variance, standard deviation, 
skewness, and kurtosis). After being extracted from the five frequency bands, the values of each feature 
are normalized to the range of 0 to 1, allowing easy application of a robust feature selection method. 
Table1 explains each feature. 
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Table1. A list of statistical features with explanation[20] 

Feature name Equation Feature name Equation 

1- Minimum X = Min[x ] 6- root mean 
square X = x 

2-  Maximum X = Max[x ] 7- Variance X=  (x mean)N 1  

3-  Mean X =  1n x  
8- standard 

deviation X = (x mean)N 1  

4- Median X = (n + 12 )  9- Skewness X
=  (x mean) N

 

5-  Mode X = L+( )xh 10- kurtosis X = E[(X ) ] 
 

4.3.Feature Selection 

      Feature Selection is the procedure for picking crucial features from a broad selection of features. The 
accuracy of model categorization might be decreased by using incorrect features. The benefit of feature 
selection is that it lowers overfitting and increases classification precision[21]. The feature selection 
approach used in this paper is based on k-mean clustering. 

4.3.1 K-Means clustering 

     We have proposed a feature selection algorithm based on k-means clustering. K-means clustering was 
able to select the most influential features and eliminate unrelated traits [22]. In this experiment, 20 
features were selected and used as inputs for different machine learning algorithms. 

4.4 Classification and validation 

     After extracting and selecting features using the K-means method, machine learning algorithms were 
used to classify ADHD and healthy controls. To further evaluate the effectiveness of our model in this 
study, we used a 10-fold cross-validation technique. After classification, three measures: precision, 
sensitivity, and specificity were used to evaluate the performance of the classifiers. 

A brief description of the algorithm used and of the validation is given below. 
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4.4.1. LS-SVM Classifier 

     LS-SVM is one of the most powerful algorithms which can be used for classification [23]. Numerous 
types of data have been categorized using it. All of the training points are used by the LS-SVM learning 
model. The following is a definition of the LS SVM's classification formula: ( ) =  ( , ) +  …………(3)  

Where: 

 : is a weight vector. 

  

(X): is a nonlinear mapping function. 

     in order to distinguish between ADHD in two classes, this study used LS-SVM as a classifier to 
classify features gathered by the k-means technique in ADHD data. The features picked by k-means are 
accepted as inputs by the LS-SVM algorithm. The radial basis function RBF kernel function was 
selected to improve the performance of the LS-SVM. To achieve the desired performance, it is necessary 
to carefully choose two important LS-SVM parameters, and . To achieve the best results, the LS-
SVM was trained using various combinations of the parameters  and . In our experiment, the best 
categorization results were obtained with = 1000 and  = 1. 

4.4.2. KNN Classifier 

     Nearest neighbor classifiers are based on learning by analogy, i.e. comparing a given test set with 
similar training sets. Training sets are described by n attributes. Each group represents a point in n-
dimensional space. In this way, all training sets are stored in an n-dimensional pattern space. When an 
unknown set is provided, the KNN classifier searches the pattern space for the set of k training sets 
closest to the unknown set. These k training sets are the KNN of the unknown set[24]. 

A distance metric, like Euclidean distance, is used to define "closeness." Between two points or 
tuples, such as  = ( , , … . . , ) and  = ( , , … … , ), the Euclidean distance is (  , ) = ( ) …………(4) 

4.4.3. Decision Tree 

     A decision tree is a tree structure similar to a flowchart. Each node in the tree represents the test 
attribute, each branch represents the test output, and each leaf represents a class or distribution of classes. 
The top node is the root node and consists of the classification rule from the root node to the single leaf. 
Thus, the decision tree can be easily transferred to classification rules. It has many algorithms, but the 
main idea is to use the top-down induction method. The most important part is choosing what attribute 
will be the node and also evaluating if the tree is correct[21]. 
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4.4.4. Naive-Bayes classifier 

     One powerful classification method developed from Bayes' theorem with independence between 
predictors as an assumption. The Naïve bays classifier assumes that there is no relationship between the 
presence of a particular feature compared to other features. The state of a particular feature does not 
affect the state of another feature[25]. The posterior probability is calculated using the following formula 
or equation: 

P(c|x) = (P(x|c) * P(c)) / P(x) …………….(5) 

4.4.5. SVM Classifier 

      A method of classification, where each data item in an n-dimensional space is plotted as a point. It 
falls under the supervised machine learning model. Support vectors are found near the margins of the 
workbook[24]. 

4.4.6. Validation 

     We have used a k-fold validation technique to stratify our data, and the dataset is divided into k 
distinct subsets in order of k-fold (or folds) across the cross-validation. The model is trained using K-1 
folds (K minus 1) and tested using the residual fold [31]. The obtained average performance for each of 
the k-test folds is the final output for model evaluation. In this case, we used cross-validation 10 times. 
As a result, we trained the model to run 10 times using (333 samples), then tested using the remaining 
10% of the data (36 samples). 

     Three measures (accuracy, precision, sensitivity, and specificity) were used post-classification to 
assess the performance of the classifiers. 

Accuracy= x 100% ………(6) Precision =  ( ) × 100% …………..(7) 

Sensitivity = ( ) × 100%..................(8) 

Specificity = ( ) × 100%...................(9) 

     where the number of true positives, true negatives, false positives and false negatives, respectively, are 
denoted as TP, TN, FP and FN [26]. 

5. Classification results 

     After applying all of the classifiers, we can present the classification results for 19 channels after 
applying 10-fold cross-validation in a set of tables. Table 2 shows the classification results for LS-SVM 
Classifier, and Table 3 shows the results for the KNN classifier. Table 4, Table 5, and Table 6 show 
classification results for the Decision tree, Naive Bayes, and SVM classifiers ,respectively. 
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Table 2: shows the classification results for LS-SVM Classifier 

Channel 
Number 

Channel 
Labels 

Accuracy Precision Sensitivity  Specificity 

1 Fp1 95.28 94.12% 88.89% 94.44% 
2 Fp2 95.83 73.33% 100% 84% 
3 F3 96.67 100% 93.75% 100% 
4 F4 96.11 94.12% 94.12% 94.74% 
5 C3 93.89 100% 95.24% 100% 
6 C4 96.39 100% 94.12% 100% 
7 P3 98.06 100% 100% 100% 
8 P4 97.78 100% 100% 100% 
9 O1 96.67 93.33% 100% 95.45% 
10 O2 96.67 100% 93.33% 100% 
11 F7 95.83 94.44% 100% 94.74% 
12 F8 96.11 93.33% 93.33% 95.24% 
13 T7 97.22 100% 100% 100% 
14 T8 93.61 94.44% 89.47% 94.12% 
15 P7 98.06 100% 81.82% 100% 
16 P8 97.78 100% 100% 100% 
17 Fz 96.67 90.91% 100% 0.9615% 
18 Cz 96.67 86.67% 100% 91.30% 
19 Pz 98.06  94.74% 100% 94.44% 

_______________________________________________________________________________ 

Table 3: shows the classification results for KNN Classifier 

Channel 
Number 

Channel 
Labels 

Accuracy Precision Sensitivity  Specificity 

1 Fp1 90.83% 100% 92.31% 100% 
2 Fp2 92.50% 94.44% 89.47% 94.12% 
3 F3 92.50% 88.24% 100% 90.48% 
4 F4 93.06% 100% 93.75% 100% 
5 C3 90.00% 80.00% 92.31% 86.96% 
6 C4 91.94% 82.35% 93.33% 85.71% 
7 P3 95.56% 94.74% 100% 94.44% 
8 P4 93.61% 85.00% 94.44% 93.33% 
9 O1 93.33% 93.75% 100% 95.24% 
10 O2 91.39% 100% 84.21% 100% 
11 F7 92.22% 100% 100% 100% 
12 F8 90.28% 76.47% 100% 82.61% 
13 T7 93.33% 100% 83.33% 100% 
14 T8 91.67% 71.43% 71.43% 81.82% 
15 P7 96.67% 100% 93.75 100% 
16 P8 92.22% 88.89% 94.12% 89.47% 
17 Fz 93.06% 93.33% 93.33% 95.24% 
18 Cz 92.22% 72.22% 100% 78.26% 
19 Pz 94.17% 86.67% 92.86% 90.91% 
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_________________________________________________________________________________ 

Table 4: shows the classification results for Decision tree Classifier 

Channel 
Number 

Channel 
Labels 

Accuracy Precision Sensitivity  Specificity 

1 Fp1 84.44% 83.33% 71.43% 90.91% 
2 Fp2 87.78% 94.44% 100% 94.47% 
3 F3 88.33% 57.89% 84.62% 65.22% 
4 F4 88.61% 100% 80.00% 100% 
5 C3 87.22% 88.24% 93.75% 90.00% 
6 C4 86.39% 86.67% 76.47% 89.47% 
7 P3 89.72% 80.00% 80.00% 85.71% 
8 P4 83.06% 93.33% 82.35% 94.74% 
9 O1 88.89% 89.47% 100% 89.47% 
10 O2 87.50% 100% 93.75% 100% 
11 F7 87.50% 82.35% 93.33% 85.71% 
12 F8 90.83% 75.00% 100% 76.19% 
13 T7 90.83% 81.25% 100% 86.96% 
14 T8 83.89% 93.75% 75.00% 93.75% 
15 P7 89.72% 78.75% 91.67% 87.50% 
16 P8 92.50% 94.12% 94.12% 94.74% 
17 Fz 86.94% 86.67% 81.25% 90.00% 
18 Cz 90.56% 100% 87.50% 100% 
19 Pz 88.89% 60.00% 60.00% 84.62% 

________________________________________________________________ 

Table 5: shows the classification results for Naïve-Bayes Classifier 

Channel 
Number 

Channel 
Labels 

Accuracy Precision Sensitivity  Specificity 

1 Fp1 65.83% 33.33% 57.14% 72.41% 
2 Fp2 65.56% 33.33% 75.00% 57.14% 
3 F3 66.39% 47.37% 81.82% 60.00% 
4 F4 70.83% 58.33% 78.77% 81.48% 
5 C3 73.61% 58.82% 100% 73.08% 
6 C4 65.56% 40.00% 54.55% 64.00% 
7 P3 71.39% 35.29% 75.00% 60.71% 
8 P4 67.78% 40.00% 54.55% 64.00% 
9 O1 66.94% 33.33% 83.33% 66.67% 
10 O2 68.06% 42.11% 66.67% 54.17% 
11 F7 68.335 40.00% 75.00% 67.86% 
12 F8 66.39% 41.18% 70.00% 61.54% 
13 T7 69.44% 41.18% 70.00% 61.54% 
14 T8 66.67% 37.50% 85.71% 65.52% 
15 P7 73.06% 42.86% 75.00% 71.43% 
16 P8 66.94% 29.41% 71.43% 58.62% 
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17 Fz 69.17% 40.00% 66.67% 66.67% 
18 Cz 65.28% 28.57% 44.44% 62.96% 
19 Pz 72.22% 50.00% 71.43% 82.76% 

___________________________________________________________________ 

Table 6: shows the classification results for SVM Classifier 

Channel 
Number 

Channel 
Labels 

Accuracy Precision Sensitivity  Specificity 

1 Fp1 58.61% 06.67% 50.00% 58.82% 
2 Fp2 55.28% 83.33% 40.00% 81.82% 
3 F3 59.17% 73.68% 58.33% 58.33% 
4 F4 60.83% 91.67% 61.11% 94.44% 
5 C3 62.50% 16.67% 75.00% 53.13% 
6 C4 54.72% 83.33% 47.62% 86.67% 
7 P3 63.33% 25.00% 100.00% 51.61% 
8 P4 47.22% 75.00% 48.00% 63.64% 
9 O1 45.56% 26.67% 57.14% 62.07% 
10 O2 45.00% 28.57% 66.67% 66.67% 
11 F7 44.44% 40.00% 53.33% 42.86% 
12 F8 55.56% 66.67% 33.33% 16.67% 
13 T7 67.50% 33.33% 33.33% 33.3% 
14 T8 58.33% 40.00% 53.33% 42.86% 
15 P7 69.72% 26.67% 57.14% 62.07% 
16 P8 68.33% 89.47% 70.83% 83.33% 
17 Fz 58.89% 40.00% 53.33% 42.86% 
18 Cz 55.28% 83.33% 40.00% 81.82% 
19 Pz 43.61% 20.00% 30.00% 53.85% 

 

6- Conclusion and Discussion 

     ADHD is a behavioral problem that can last into adulthood and affect children. An early diagnosis of 
the disorder can aid in its treatment and management. We applied popular machine learning algorithms, 
such as LS-SVM, KNN, Decision Tree, Nave Bayes, and SVM to data of ADHD patients based on the 
important features selected by K-means. The performance validation metrics are accuracy, precision, 
Sensitivity, and Specificity. showed that the LS-SVM algorithm performed best in diagnosing ADHD 
with a mean accuracy of 96.49 percent, followed by the KNN algorithm with an accuracy of 92.66 
percent. Table 7 and Figure 4 illustrate the mean of accuracy, precision, Sensitivity, and Specificity for 
each classifier. Thus, based on the data, it is concluded that the LS-SVM algorithm is the best suitable 
algorithm for ADHD diagnosis. 
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Table 7. Typical performance test results for machine learning algorithms using Selected features by K-

mean cluster. 

S.N. Classifier Accuracy Precision Sensitivity  Specificity 

1 LS-SVM 96.49% 95.23% 96.00% 91.54% 

2 KNN 92.66% 89.89% 93.08% 92.55% 

3 Decision tree 88.08% 85.52% 86.59% 89.44% 

4 Naïve Bayes 68.39% 40.68% 71.39% 65.92% 

5 SVM 56.52% 50.00% 54.13% 59.83% 

______________________________________________________________________________________ 

 

Figure 4: Typical performance test results for machine learning algorithms using Selected features by K-

mean cluster. 
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