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Abstract:

PCOS (Polycystic Ovary Syndrome) is an endocrine disorder that affects women of reproductive age. 
Once diagnosed, the condition cannot be cured, but treatment can help relieve its symptoms. Although 
the exact cause of PCOS is unknown, certain risk factors do exist. Obesity, insulin resistance, blood 
pressure, depression, and inflammation are all factors that contribute to this syndrome. While the 
symptoms include hirsutism, oligo-ovulation, acne, heavy bleeding, and skin darkening. Using the causes 
and symptoms, a model is created that accepts them as features and outputs the presence or absence of 
this condition. Machine learning models used for classification include Linear SVM, Gaussian SVM, 
Decision Tree, Nave Bayes, KNN1, KNN3, and KNN5. The goal of building multiple models is to find 
the best one for a given dataset within the known scope of knowledge. 

Keywords:

Introduction:
Polycystic ovary syndrome or PCOS, is a widely known endocrine disorder in women distinguished by 
hyperandrogenism during reproductive age [1]. This syndrome was initially reported by Stein and 
Leventhal in 1935 and it was known for a long time as the Stein-Leventhal syndrome [2]. Women with 
PCOS often could suffer from menstrual problems and infertility issues [3]. Moreover, it may contribute 
to long-term health problems like diabetes and heart disease, cancer of the uterus and mood disorders [4]. 
The exact causes of PCOS are very complex and still not clear. There are many suggested etiologies for 
PCOS, but it is not fully supported, in general, this hormonal imbalance consists of a combination of 
excess androgen and insulin resistance[5]. In addition to environmental and genetic factors that contribute 
to this hormonal imbalance, all of these causes the development of PCOS[6].  Symptoms and signs vary 
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among women with PCOS, it includes a combination of hyperandrogenism (hirsutism, alopecia, acne, 
high blood testosterone), obesity and severe menstrual irregularity [7]. According to the "Rotterdam 
European Society for Human Reproduction and Embryology and the American Society for Reproductive 
Medicine (ESHRE/ASRM) Sponsored PCOS Consensus Workshop" (Rotterdam ESHRE/ASRM, 2004), 
the presence of two of the three diagnosis criteria: "oligomenorrhoea, polycystic ovaries morphology, and 
hyperandrogenemia"  [8]. 

The various machine learning classification methods have been used for the detection of various diseases 
such as breast cancer, heart and ovarian, etc. [13]. Some of the classification algorithms used for the 
prediction of PCOS dataset as Denny, Amsey, et al  (2019). [9], Identified PCOS using 8 features. 
Principal Component Analysis was used to minimize the extracted features a random forest classifier was 
utilized and it was obtained an accuracy of 89.02%. V. Thakre1 and et al. (2020) [10] , proposed a 
number of statistical parameters with five machine learning classifiers to detct PCOS. In that study, 
theyfound that the random forest classifier is more reliable than the others, with an accuracy of 90.9%. 
Munjal, Sanjay K., et al. (2020) [12] , proposed a genetic algorithm to select the most representative 
features to detect PCOS. Several than one classifier including extra trees, random forest, and decision tree 
were adopted in that It was the best result Extra trees with 88% accuracy. Silva, I. S., et al. (2021) [11], 
they used 72 patients with PCOS and 73 healthy women. Focusing on only 10 features. For data 
classification, they suggested BorutaShap method, followed by the Random Forest algorithm, which gave 
an accuracy of 86%. 

2. DIFFERENT MACHINE LEARNING ALGORITHMS  

There are many algorithms used in Machine Learning for the prediction of target values based on various 
input values. The algorithms taken under use for the prediction of PCOS are as following: - 

 2.1 Support Vector Machine (SVM) 

 A classification technique, where each data item is plotted in n- dimensional space as a point. It comes 
under supervised machine learning model. The support vectors lie near the margin of the classifier.  

2.2 Naïve Bays 

 One of the powerful classification methods evolved on Bays’ theorem with independence between 
predictors as an assumption. The Naïve bays classifier assumes that there is no relation between the 
presences of a particular feature over the other features. The status of a particular feature does not affect 
the status of another feature. 

2.3 Decision tree 

Decision tree is a tree structure which looks similar as flow chart. Every node in the tree represents the 
test of an attribute, every branch represents the output of the test, and every leaf means a class or 
distribution of classes. The top node is root node, from root node to one leaf consists a classification rule. 
So, decision tree is easy to be transferred to classification rules. It has many algorithms, but the main idea 
is using from top to bottom induction method. And the most important part is choosing which attribute to 
be the node as well as the evaluation of whether the tree is correct. 
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2.4 KNN 

  Nearest-neighbor classifiers are based on learning by analogy, that is, by comparing a given test tuple 
with training tuples that are similar to it. The training tuples are described by n attributes. Each tuple 
represents a point in an n-dimensional space. In this way, all the training tuples are stored in an n-
dimensional pattern space. When given an unknown tuple, K-NN classifier searches the pattern space for 
the k training tuples that are closest to the unknown tuple. These k training tuples are K-NN of the 
unknown tuple. 

3. OBJECTIVES  

A. To diagnose PCOS based on clinical symptoms associated with the using popular machine learning 
algorithms on random data samples.  

B. To compare performance of different algorithms and determine the best possible algorithm among 
them. 

4. METHODOLOGY OF THE RESEARCH 

 The sound methodology is the key of a successful research. The methodology adopted to carry on this 
study is shown in the figure1. 
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Figure (1): models (Machine learning algorithms) implemented 
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4.1 Data Sources and Attributes Description

4]. From previous studies, it is clear that 
researchers and clinicians are using different disease datasets to study machine learning classification 

13
attributes, one of which is the patient file number (not taken into consideration for data analysis). 

(Yes) and Negative (No)]. The dataset has an uneven distribution of class labels (i.e., 364 instances of 
class label = 0 and 177 instances of class label =1) and missing values. The data was collected from ten 

different hospitals in Kerala, India, and it now available on the Kaggle website. Continuous, nominal, and 
ordinal expressions The description of the attributes is shown in Table 1.

4.2 Preprocessing of data

The data is preprocessed to identify missing values before being used to diagnose PCOS via various 
machine learning algorithms.

4.3 Genetic algorithm-based feature selection  
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In this section the application of a genetic algorithm for feature selection is described Because genetic 
algorithms are relatively insensitive to noise. Binary genetic algorithm (GA) was used to reduce 
dimensionality to improve the performance of the respective classifiers the PCOS classification. The 
carefully selected fitness function enabled GA to reduce the classification error from KNN. the best 
fitness and mean fitness should be close in value as the GA reaches the termination condition. The stall 
generation is number of generations produced by the GA since the last upgrade of the fitness value. In 
this work only 7 chromosomes were extracted out of 41feature. Table 2 shows the extracted features (RR, 
Cycle length (days), VD3, hair growth, Pimples, Fast Food, Follicle No. (R)). 

TABLE (2) RANKING OF BEST 7 
FEATURES ARRANGED IN 

DESCENDING ORDER 
 

Features 
RR 

Cycle length(days) 
hair growth 

Pimples 

Fast Food 
Follicle No. (R) 

VD3 

 

4.4 Classification  

We use MATLAB to implement classification algorithms, diagnose problems, and validate model 
performance. To diagnose PCOS, seven machine learning algorithms were trained and evaluated on 
random samples of data with 42 independent variables as symptoms. The dependent variable PCOS has a 
strong correlation with these independent variables and has two possible values: '1' or '0.' Among the 
algorithms used are knn1, knn3, knn5, SVM (Support Vector Machine), Decision tree, and Nave Bayes, 
Linear SVM. Table 1 depicts the list of variables used in the diagnosis of PCOS. 

4.5 Validation of models  

Three widely used parameters, accuracy, sensitivity, and specificity, presented in Eqs. (1) to (5), to 
evaluate machine learning algorithms, are used in this paper to demonstrate the capability of the proposed 
method to diagnose PCOS. 

Recall =   .                                          (1) 

Precision =  .                                       (2) 

F-measure  = 2 ×                    (3) 

Specificity=                                         (4) 
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accuracy =             .                        (5) 

TP shows a person does not have PCOS and identified as a nonPCOS patient, and TN shows a PCOS 
patient correctly identified as a PCOS patient. FN shows the patient has PCOS but is predicted as a 
healthy person. Moreover, FP shows the patient is a healthy person but predicted as a PCOS patient. 
 
5. RESULTS  

Classifiers are fed the best features chosen by the genetic algorithm. Table 3 shows how accurate 
classifiers are when they are trained on the same problem. When the seven features chosen by the genetic 
algorithm were entered, the KNN3 algorithm and Linear SVM algorithm achieved the highest accuracy in 
this classifier, reaching 89.51 percent and 88.72 percent, respectively, with the specificity increasing in 
both. The KNN3 algorithm significantly reduces sensitivity, F-Measure, and Prec. by 84.48 percent, 
85.22 percent, and 85.96 percent, respectively. Sensitivity, F-Measure, and Prec. in the Linear SVM 
algorithm are 78.00 percent, 80.41 percent, and 82.98 percent, respectively. 

 

Table 3. Typical performance test results for machine learning algorithms using Selected features by genetic 
algorithm. 

 
S.N. 

 
Network 

AG 

 
Sensitivity 

(%) 

 
F-

Measure 
(%) 

 
Prec.  
(%) 

 
Specificity 

(%) 

 
Accuracy 

(%) 

Confusion  
Matrix 

 

Predict Class  
0 1    

1 Linear SVM 78.00 80.41 82.98 92.86 88.27 99 12 0 

Tr
ue

 C
la

ss
 

12 39 1 
2 Gaussian 

SVM 
63.49 75.47 93.03 96.97 83.95 104 8 0 

11 39 1 
3 Decision 

Tree 
76.47 76.47 76.47 89.19 85.19 96 3 0 

23 40 1 
4 Naïve Bayes 82.00 78.85 75.93 88.39 86.42 91 14 0 

14 43 1 
5 KNN1 75.44 75.44 75.44 86.67 82.72 98 8 0 

9 99 1 
6 KNN3 84.48 85.22 85.96 92.31 89.51 101 8 0  

13 40 1  
7 KNN5 75.47 79.21 83.33 88.39 87.04 99 13 0  

9 4 1  
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6. CONCLUSIONS  

An early diagnosis of the disorder can aid in its treatment and management. The performance validation 
metrics recall, accuracy, precision, and F- statistics showed that the KNN3 algorithm performed best in 
diagnosing PCOS with an accuracy of 89.51 percent, followed by the Linear SVM algorithm with an 
accuracy of 88.27 percent. The study's future scope may include the use of various or large data sets for 
disease diagnosis. 
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