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Abstract: 
The issue of robotic football game is one of the most complex multi-agent systems. In order to make the 

game more enjoyable and exciting by scoring goals, therefore it's important for a robot football agent to 

have a technique on how to score a goal. This paper proposes RSPSO algorithm, where the particle swarm 

optimization algorithm (PSO) based on Q-learning is used to find the best point from the goal gate to 

shoot the ball toward it. As we show in simulation, our method enables the robot to learn soccer skills to 

score a goal. 
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1.Introduction: 
RoboCup matches has hosted a location for discuss in the space of artificial intelligence (AI) and robotic 

[1]. These matches have been the basis with the standard issue design of testing various technologies in 

that field. For ease of research in various AI and robotic fields, in addition to the real robot leagues, the 

simulation league was also introduced, among which the football simulation league is the most popular 

and oldest league in the RoboCup matches. The issue of football is one of the most complex multi agent 

systems, in which the agents play the role of football players. Since the main goal of a football game is to 

score goals, it's important for a robot football agent to have a clear policy or technique on how to score a 

goal in a particular situation [2]. An AI method, Reinforcement learning (RL) is one of the foundations 

of learning in smart systems that act on the basis of the causal relationship [3]. In this method, the learning 

of the intelligent agent, depending on the situation in the environment, performs an action on the 

environment and waits for the result of its operation, this result can be in the form of a reward or 

punishment. If the result is in the form of a reward, the performed action is desirable and the agent 
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approaches the target which is located in that environment, but if the result is in the form of punishment, 

the action is undesirable and the agent has gone away from his goal. The agent must learn what actions to 

take in order to earn a better reward and ultimately achieve his goal. The Q-learning algorithm is one of 

the reinforcement learning method (RL) which acts on the Markov property and do not require knowledge 

of the environment and is used to detect a best politics for model-free problems [4]. 

In robot soccer space, reinforcement learning is implemented to learn surveillance of hardware such as 

walking types for humanoid-robots [5, 6] and ball trapping for 4-legged robots [7]. It is also implemented 

to learn soccer skills individually and team level strategy. Many of examples of this learning such as 

kicking pattern [8], shooting skills methods [9], dribbling method [10], aggressive defense behavior [10] 

and scoring goals penalty [11]. Also, Stone's Keep Away game [12] is an RL application to control the 

attack of a 2D robot soccer [13]. 

Reinforcement learning has been applied previously on the robotic soccer. The author in [14] used it to 

learn the real robot to hit a ball into the goal while avoiding a contender. Also using goal scoring as the 

goal-state, RL was successfully applied to let agents' team to learn cooperative passing and hitting ball 

rules using a Monte Carlo learning method, as dissenting to the TD learning [15]. But in [16], 

observational RL was used to update players' locations on the yard Depending on the location of the ball. 

In [17] reinforcement learning was suggested to improve soccer skills for robots, where Multi-Layer 

Perceptron was utilized in the algorithm as a function approximator to treat the continuous state variables. 

While Batch Reinforcement Learning was used by apply Q- batch instead of Q-learning to obtain effective 

robotic soccer controllers on physical podiums [18]. The paper in [19] proposed approach that uses 

reinforcement learning with decision-making system for Robotic Soccer Games, where the ISVM is used 

to assess situations and the rewarding. 

In this paper, the particle swarm optimization algorithm based on Q-learning is used to find the best 
point from the target to shoot the ball toward it. The rest of the paper is arranged as follows: Section 2 
presents the main concepts of Particle Swarm Optimization algorithm. Section 3 discusses the RSPSO 
Algorithm. Section 4 and Section 5 offers Simulation results and Conclusion of the paper respectively.  
 
 
2. Particle Swarm Optimization: 
PSO is a bio-inspired approach that optimize a problem by seeking iteratively to improve a candidate 
solution and moving the particles with consider to a given measurement of fineness. Each particle's motion 
is affected by its local best-known position (pbest) but, is also planned toward the best-known positions 
(gbest) in the search space, then updated as better positions. This is prospective to move the particles 
toward the best solutions [20]. Each particle (i) tries to change its position by using the following equations 
to get the best solution: 
           (1) 

                                                                                   (2) 
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Where  is the particle velocity at time t,  is the particle position at time t,  is the best 
particle individual solution at time t,  is the best particle swarm solution at time t,  and  
are acceleration coefficients, r1 and r2 are random values and ω is inertia weight.  
 
 
3. RSPSO Algorithm: 
The purpose of using a reinforcement learning algorithm with particle swarm optimization algorithm is 

to increase the ability of search. In the reinforcement learning algorithm, each agent must learn which 

operations are better in a defined state and select them with a high eventuality. This is the ability for all 

agents, since each agent can experience different cases on the search space, and it's best to experience a 

subjective policy based on its location. For each particle in Q-Learning Table (QT), the state and the 

action must be defined, and the method of updating (QT) and choosing the convenient action is predefined. 

In the learning process of each particle when an agent wants to go the next step, an action is selected (PSO 

parameters) based on his position and (QT) and move based on the motion policy (PSO rules), and after 

gets a new point and a new fitness updates the (QT) based on the new state.  

In this paper, the following equation shows the objective function in finding the best point from the goal 

gate for goal scoring. 

                                (3) 

 

                           (4)      

where: 

        (5) 

 Then, the agents must choose their own parameters to move to the next step. The update of the velocity 

and position of each particle are given by the following equations: 

                                                (6) 

                      (7) 

                                         (8) 

                                         (9) 

where  is the next number and  is the particle 's number.  

A state in the learning algorithm Q must be a situation in which the algorithm chooses the appropriate 

action based on it, in the proposed method, the state is known as the two distance of a particle in the 

repetitions. These two distances  ,  are chosen as two dimensional states, because they are very useful 

parameters that effect on the new speed and position of the particle. 

To choose an action, we must initialize a Q-table. At first, the values of the cells in the Q-table are equal. 

Consequently, after a move, the value of the cells should be filled with a proper state and action based on 
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the equation below, and all the cells in table Q will be changed to that state by normalization. The 

following function is for filling the table cells and to select the parameter for a move. 

 

                  (10) 

 

Where:  are constant values that effect on the learning rate.  

 :is the fitness for a minimization problem.  

 :is a reward. 

Next step is selecting a parameter. It is a procedure that pick out PSO parameters for an agent based on 

its Q table. This procedure should select a cell from the Q table, so it randomly selects a set of parameters, 

and a cell with higher Q values has linearly a higher chance of choosing it. Finally calculate the fitness 

and check stop condition. If the algorithm does not stop, it will continue and update the Q-tables of all 

agents and will repeat the main loop for selecting a parameter. See the flow chart figure (1). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: flow chart of RSPSO Algorithm 

 
4. Simulating Results: 
The simulation of the robot and the environment was carried out using MATLAB. To show the results, 

the robot shoots the ball towards the gate of the goal at different distances and we consider the success 

rate at these distances. The success rate is the ratio of the number of goals scored to the total number of 

shots hit towards the gate. For example, if the player is 1.5 meters away from the goal, 75% of the number 
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of shots that will be pushed to the goal gate will be turned into goals, but at lower distances, such as 15 

cm, almost all the strikes toward the gate they turn into goals. 

According to the chart below Figure (2), it is possible to observe a higher success rate to score goals when 

the distance is closer to the goal gate. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: A chart to measure the success rate in scoring goals according to the position 

 

In the Figure (3), an overview of the simulation environment is shown for the condition that the ball has 

turned into a goal. 

 

 

 

(a)                                      (b) 

 

 

 
 
 

                                (c)                                    (d) 
                  Figure 3: simple environment shows goal scoring screenshots 

 
5. Conclusion: 
 This paper presents, RSPSO algorithm which is combining of a Q-learning and optimum particle 
swarm optimization algorithms to find the best point or location of the robot soccer to score goals. The 
optimum particle swarm optimization algorithm was used to determine the direction of the ball 
according to the target direction by checking the distance between the goal position and the optimal 
point of the ball based on selecting the parameters from the Q-table. To demonstrate the performance of 
the proposed approach, experiments using simulation are performed as shown in figure (3).  
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