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Abstract: 

   Fire detection using convolutional neural network(CNN) algorithm and surveillance cameras is a field 

that aims to use technology to detect and intervene in fire incidents quickly and effectively. Fires are 

considered one of the most dangerous disasters that can occur in buildings and facilities, so developing 

early fire detection systems is vital to preserve lives and property. Surveillance cameras are used to 

collect real-time images and videos and send them to a fire analysis and detection system. . In the event 

of a fire being detected, an immediate alert will be issued to the competent authorities or building owners 

to take the necessary measures. Develop a fire detection system using by CNN-based algorithm. This 

system must be accurate and cost-effective. It has many advantages use of visibility infrastructure 

compared to other existing systems. There are three types.  

First: There is no need to update the stove structure, provided that the place is equipped with surveillance 

cameras that monitor fire situations and cover the entire place.  

Second: camera-based systems provide the actual location, that is, a complete map of the fire location, 

which is good , helps in detecting the fire.  

Third: the methods used can be highly applicable  Watching fires in public places. 

Our system achieved excellent results with average prediction accuracy of 98.14% and 98% on the Forest 

dataset and the Local dataset, respectively. AlexNet is well known as a transfer learning model, where 

knowledge is learned by training a large amount of datasets . AlexNet is a deeper and broader CNN 

model introduced in 2012. AlexNet is primarily design , Alex Net consists of five convolutional layers 

and three FC layers. The Alex net structure is shown. The first convolutional layer implemented 

convolution and max pooling using local response normalization (LRN)Finally, two FC layers are used 

with dropout followed by a SoftMax layer following the first two convolutional layers Overlapping Max 

Pooling layers The third, fourth and fifth convolutional layers are directly connected. The fifth 

convolutional layer is followed by the Overlapping Max Pooling layer, whose output is transmitted to a 

series of two FC layers. The second fully connected layer feeds into a softmax classifier 
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After all the convolution and FC layers, ReLU nonlinearity is applied. The ReLU nonlinearity of the first 

and second convolution layers follows a local regularization step before pooling. 

Keywords: deep learning ;convolutional neural network; fire detection;  CCTV; Alexnet 

 

1-Introduction 
   Fire recognition, control and reporting of their presence, convolutional neural network algorithms and 

defensive camera systems are optimized using the latest technologies. One class of deep learning 

algorithms called convolutional neural networks (CNN)are used to analyze images and identify certain 

patterns. These networks rely on the application of transformational sequences. Applying several 

methods to an image in order to identify patterns and important information. [1] 

These networks are trained on a large set of pre-classified images so that they can accurately identify 

different patterns. When convolutional neural network algorithms are applied to fire detection systems, a 

large set of images showing fires and other related scenarios are used to train the network. may be able to 

detect these patterns in new images and determine whether there is a fire or not. Advantages of using 

surveillance cameras and convolutional neural network techniques in fire detection systems. 

Fire detection systems use surveillance cameras to capture images of target areas in real time [2] 

2. Related work: 

The convolutional network and cameras are fully guaranteed: 

A specialized all-detection CNN must be developed in order to use convolutional networks for this plant. 

A wide range of rejection and other scenarios are used to train these correlations Collect training data: To 

train CNN models, a large set of countless images and other scenarios must be collected.[3]  Improving 

network performance: Using CNN is responsible for what it takes to improve the learning skills and 

performance of the network by modifying its parameters. Expectancy can be increased by using strategies 

such as changing the learning rate after the appearance of side layers.[4] Creating a Microsoft System: 

Convolutional communication networks should be used to create a polynomial surveillance camera 

system. Real-world uses: Surveillance cameras and the convolutional neural network algorithm for fire 

detection have many real-world uses. [4] 

3.The suggested program: 

 In order to prevent obstruction, it is ideal for the surveillance camera used in this system to be mounted 

at light pole height. The system receives the picture that these cameras take once per minute, together 

with the coordinates of every single scenario. Individual fire detection photos are divided up by the 

system and fed into a CNN (Alex Net) that has already been trained on pictures of both fire and non-fire 

scenes. [5] Each individual fire location is classified as the output of Alex Net. For the purpose of 

directing firemen to the site of an incident, the system determines the locations of incidents and non-

events or generates a map that can be shown on a screen in an appropriate area. Figure (1).Proposed 

program 

 

 

 

 

 

 

 

                                                         

Figure (1).Proposed program 
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3.1 pre-processing stage  

The input image undergoes preprocessing before being used in the suggested system. These actions are: 

 1- Take a photo of the location usingSurveillance Cameras. 

2. Locate the specific position's coordinates (planning the fire location) 

3. Change the size of each trigger point in the image, noting that CNN supports it, as the key points of 

each image can be determined through the CNN network. 

4- Modify the cropped image's dimensions to conform to the system's algorithm only RGB picture 

formats. CCTV cameras provide the images for our suggested system. Thus, adding functionality to 

change the image type is not necessary. The image is RGB, which explains this.(Red, Green and Blue). 

The Each of these procedures represents the pre-processing phase.[6] 

 

 

 

 

 

 

 

a-The system is outfitted with a      b- determines the coordinates of                c- crops individual positions 

camera, which                                                                        images, and determines the individual fire lot     

Figure (2): a, b, and c Images Make Pre-Processing Stage Clear 

3.2 Stage of convolutional neural network: 

After completing the pre-processing of the fire image, CNN Alex Net was used in this study to evaluate 

the fire situation to determine from the site used, i.e. the one on which it was trained, whether there is a 

fire.[7] 

  3.2.1 CNN strata:  

They are layers. Everything in this series has a specific function, which are the three types that the layer 

in the network is tested for: 

 

I- Convolutional layer: 

 The distinctive features of the raw image are displayed via feature maps, which are produced using it. 

Convolutional layers, as their name implies, perform entirely different tasks than other neural network 

layers; instead, they include filters that convert images into feature maps[10]. As an illustration The 

warped image will be computed as follows if the kernel filter (K) and input image (I) are both of the 2D 

type.  [8] as shown in Figure (3). 

 

 No fire fire 
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S(I ,j) =∑𝒎∑𝒏I(m ,n)K( I -m, j-n)                                             (1) 

 
                                Figure (3): Multi-element array count in  convolutional language.[8]  

The second layer is the pooling layer, also known as the subsampling layer. Dimensional reduction 

happens right after the torsion process is finished. As a result, the parameter set is reduced, which lowers 

the amount of overprocessing and training time [9]. It contributes to keeping both the input and output 

maps in their current states. This process's formulation is described.[10] 

 = down( 𝑋𝑗
𝑖−1  )                             (2) 𝑋𝑗

𝑖 

 

 

 

 

Figure (4): Two types of association are shown.[8] 

III -Fully connected layers: The revenue from the CNN layer's final output is sent to the categorization 

layer (totally connected network) [8], [9]. The results of every class are calculated using a fully connected 

layer using features that were taken from Latin antecedent (convolutional layer). The neural and fully 

connected layer is used as the classifier. [11] 

 

3.2.2 Alex Net 

It  also known as transfer learning model where knowledge is learned from large-scaler, training 

Quantity of data. Alex Net consists of five convolutional layers, three maximum pooling layers, and three 

fully connected (FC) layers.  

 Programmatic steps to implement Alexnet Architecher: 

To implement the AlexNet fire detection algorithm, the following programming steps must be followed: 

1- Preparing data: A data set must be prepared that contains images of fires and other non-fire images. 

2- Model creation: This includes building an artificial neural network based on the AlexNet architecture. 

3-Training the model: The model must be trained using pre-processed training data. 

4- Model testing: After training, the model's performance should be tested using a separate test data set. 

5-Optimization and tuning: Network parameters and algorithms used can be adjusted to obtain the best 

possible performance. These are the basic programming steps to implement the AlexNet fire detection 
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algorithm. It is noted that these steps form part of a broader process to develop a complete automatic fire 

detection and classification system 

 Alex net is a classic convolutional neural network architecture it consists of convolutions , max 

pooling  and  dense layers as the basic building blocks. Figure (5) shows an illustration of the 

Alex Net architecture. 

 

 

                                 Figure (5).  Diagram of Alex Net layers [12]      

3.2.3Training of Alex Net 

The Alex Net network training procedure involves selecting convolutional layer kernels and FC layer 

weights that minimize discrepancies between the output predictions and ground truth labels available in 

the training dataset (fire detection system). Table 3.1 shows how the model performs under different 

combinations of kernel and weight. The performance of the model is determined .First, the pre-trained 

Alex Net images and segmented images are loaded into the image data store in order to fine-tune the 

Alex Net using the fire detection system dataset. The data store does not load images into memory, it 

immediately adds the labels “Presence of fire” and “No fire” to each image. The image size is read if 227 

x 227 and is submitted directly to the Alex Net without any size modifications. We then separated the 

image sets into test sets and training sets.[13]   

Table (3.1): An explanation of Alex Net's network parameters 

teachers' name 
Parameter Value 

Learningrate 0.00001 

MaxEpochs 5 

Minibatch Size 64  
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Initial Learn Rate 1e-5 

 

3.2.4 Testing AlexNet 

The transaction begins immediately after the training ends. 190 technician tested from 

FOREST data and 125 local data were used and then divided into 70% for training and 30% for testing 

the Alex Net models which were effectively trained. 

3.3  Stage category 

  

The convolutional neural network's classification stage, which comes at the end, is where the fire 

surveillance camera's image is classified. Following the acquisition of the image, the image is resized to 

match the algorithm and the individual fire area is cropping based on the input coordinates, An image 

with dimensions of 227 x 227 is fed into the CNN by the Alex Net algorithm, while the two other 

algorithms (Dense Net 201 and ResNet50) require an input size of 224 x 224. which will compare the 

images input from the camera with the images of the test samples to ascertain whether or not a particular 

image contains a fire.[13]  

 

 

 

 

 

 

 

 

 

Figure(6): Classification of images through the Hell Places Detection System. 

 

 

4. Datasets: In this study, the Forest data set was used and the local data set. 

4.1 The Forest Dataset 

The Wildfire Dataset is a dataset containing 14,240 fire images detailed about wildfires in many locations 

around the world. This collection was compiled by a research team in the field of computer science and 

artificial intelligence to facilitate the study and analysis of forest fires and their locations and the 

development of predictive models. The wildfire dataset includes a wide range of information, including 

Input images The resulting fire detection map 
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the date and time, the geographic location of each fire, the area of land affected by the fire, the cause of 

the fire if it can be determined, fire suppression methods used, types of vegetation burning, and local 

weather conditions during the fire outbreak. Data was collected from various sources Such as government 

agencies, fire monitoring companies, and historical records. The data has been carefully cleaned and 

analyzed to ensure the accuracy and reliability of the information provided. The wildfire dataset is used in 

many research and applied fields, including environmental science, computer science, climate change, 

and fire management. Analysis of this set of data is an important tool for understanding forest fires, their 

location, and their impact on the environment and society. When the percentages were shown in relation 

to the local and global database.[15] 

4.2 Local Dataset 

 Sample images were obtained by researchers for this study. The dataset It consists of 125 images of long 

hours. It is (125*24=3000) which means that the total number of fire locations is 3000 images. They are 

inspected and hand- marked. The number of places with fire is 1891, and the number of places without 

fire is 1191. All of these photos were taken in places near and far from the house in Dhi Qar 

Governorate/Iraq. Images were acquired over the historical time period, changing the location of the fire 

from 2:15 PM to 5:00 PM for one day. Using a 64-megapixel camera from the top of the two-story 

building to see the main plankton that can talk between the neighbors or behind them. 

 

 

 

 

 

 

 

 

 

 

 

a- A sample of the Forest dataset.[15]                                   b- A sample of the local database 

Figure(7): a, b  By creating the data set used in the study 

 

5. Evaluation criteria:  

According to the proposed system, the number of people to choose: First, 

The second, third recall, precision measure ,F,[14] was used. The symbols in the equations mean that TP 

(true positive) is the number of manual images of the target as fire and actual fire, TN (true negative) is 

the number of mental images of the non-Japanese as non-motorcycle, and FP (false came) is the number 

of conceptual images of its target as It's a motorcycle. fire. Not actually a fire. FN (false negative) is a 

number of tactical images that appear to be non-motorcycle images and are actually fire. 

TP: It is the correct form in which there is no error, i.e. correct statements. 

TN: These are true and false statements, meaning the picture contains an error. 

FP: These are false statements that are true, meaning there is an error in the picture. 

FN: These are false statements, meaning the picture contains an error. 
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Accuracy = 
𝑻𝑷+𝑻𝑵

𝑷+𝑵
     (1)                                     Precision = 

𝑻𝑷

(𝑻𝑷+𝑭𝑷)
(2) 

Recall  = 
𝑻𝑷

(𝑻𝑷+𝑭𝑵)
 (3)                                  F-score = 

𝟐×𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ×𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍
   (4)                     

6. Implementation details: 

After completion of training, testing procedures begin. While CNN classifier is used for testing 

The new unclassified images are the classifier generated during the training process, the fire image. The 

fire image is then listed as neither fire nor fire. 70% of the samples during the training phase (70 images) 

were randomly selected to train Alex Net. The remaining 30% of images (30 images) were randomly 

selected from all samples to test the performance of the proposed CNN. Parameters are also calculated at 

this stage by comparing the results with the actual images. Based on MATLAB R2022a language, Alex 

Net is easily trained and tested, executing all CNN codes, in PC and MSI having specifications like 

Intel(R) Core (TM) i7- 10750H @ 2.60 GHz CPU, windows11Home, 16GB of RAM, 64-bit OS and 

GPU (RTX3060). 

 

7. Evaluation results: 

With the recommended method, we were able to obtain 98.14% accuracy using 190 images from Forest. 

The dataset yielded an accuracy of 98% and contained 125 images from the local database collected at 

different times of the day and in different weather conditions (sunny, cloudy, and rainy). Furthermore, 

while applying transfer learning to local database images using Alex Net trained on the Forest dataset  

Our recommended method, which remained hidden from the network, achieved 100% accuracy. Principal 

classification criteria derived from the Forest dataset are shown in. Table 2 presents the outcomes of the 

suggested model classification standards. Standard Forest dataset evaluation 

 

Evaluation Forest dataset Local dataset 

Accuracy 98.14% 98% 

Precision     96% 99% 

Recall 97.65% 97.22% 

F-score 97.11% 97.33% 

 

 

 

8. Marketing potential:  

71 samples (photos of fires) from the local data set were used in Alex Net's testing. 

It has 2,201 locations, and every space that has fire or does not have fire was diagnosed without any 

errors. This indicates that the network performed flawlessly on photos that you have never seen before. 

Half a second was the average testing time for images. Because the system is ready to be put in any street 

or outdoor business spot in residential regions, this suggests that there may be a chance to sell it. Without 

any training, all you need to do is enter the fire photo coordinates of this fire stop, and it will begin 

operating as soon as it is installed, efficiently providing its services. The system's enormous potential 

cane high degree of accuracy and is cheaper than a sensor-based system.[13] 
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9. Conclusion: 

In this study, vector CNN Alexnet was used to create an image-based framework for the amount of milk 

in the surrounding environment. The framework demonstrated great reliability, scoring 98.14%  Forest 

dataset on the public training dataset and 98% Local dataset accuracy on the research dataset of interest. 

These results suggest that the framework is suitable for testing, as it offers a dependable and affordable 

option. Regarding FDCN. systems in outdoor settings. This indicates that, based on the Alex Net 

algorithm, the proposal makes various suggestions. The occurrence of a fire outside the approved area or 

an area defined prior to firefighting, as well as the culture of the training data used, are some obstacles 

that may have an impact on the impact on learning transfer. AlexNet is a popular algorithm in the field of 

machine learning and artificial neural networks. It was developed by Alex Krzyzewski and Evan 

Suskinder in 2012. It was first used in the ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) where it achieved great success. AlexNet has several features that make it distinct from other 

algorithms such as ResNet and DenseNet. ResNet is another algorithm in the field of machine learning 

and artificial neural networks, which is short for “Residual Network”. It was developed by Karim Heng 

and  Zhang in 2015. ResNet features a new idea called “residual learning” where the original inputs are 

added to the expected outputs of the layers, allowing for easier training of deep networks. DenseNet is 

another type of artificial neural network, which is short for “Densely Connected Convolutional 

Networks”. It was developed by Jean-François Bruel and Andrew Zeller in 2017. DenseNet features that 

each layer benefits from the outputs of all the layers before it, making it more resource efficient. 

AlexNet has several features that make it unique from ResNet and DenseNet,[16]. including: 

Iterative Correction (Local Response Normalization): AlexNet uses an iterative correction process to 

improve network performance. Benefit of GPU: AlexNet was the first artificial neural network to fully 

leverage the power and utility of graphics processing units (GPUs).Cultural Impact: AlexNet success in 

the ILSVRC competition has increased people's interest in artificial intelligence and the development of 

artificial neural networks.[17] 
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