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Abstract: 

   Information on Internet and specially on website environment is increasing rapidly day by day and become very 

huge, this information plays an important role for discovering various knowledge in the Web. So, this web should be 

choosing the strong and efficient topic title. This paper is aim to generate topic model title for this web using LDA 

algorithm and based on web content mining. The compared (according to Topic Similarity, Title Length, Topic 

Coherence, Topic Saturation) between the LDA and NMF algorithms shows that the LDA algorithm is the best 

algorithm for this approach with our dataset. 
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1-Introduction Section 

    Web mining refers to the utilization of data mining methods for extracting valuable insights from web-related data, 

encompassing web documents, interconnections between documents, and website usage patterns. Its primary 

objective is to uncover patterns within the vast expanse of the World Wide Web (WWW). Web mining serves as an 

extension of data mining, incorporating diverse technologies from research domains such as artificial intelligence 

(AI), statistics, informatics, knowledge discovery, and computational linguistics. The ultimate aim of web mining is 

to develop algorithms and techniques that enhance the efficiency and convenience of accessing and utilizing web 

data[1][2]. Web Mining techniques are categorized (as shown in Figure 1) [3] into three classes depend on which 

part to be mined, which are Web Content Mining (WCM), Web Structure Mining (WSM) and Web Usage Mining 

(WUM)[4].  

The Web usage mining is also known as Web Log mining, which is used to analyze the behavior of website users. 

This focuses on technique that can be used to predict the user behavior while user interacts with the web. Web usage 

mining allows the collection of Web access information for Web pages, this information is often gathered 

automatically into access logs via the Web server. Web content mining involves the extraction of valuable 

information from diverse sources throughout the World Wide Web. This process focuses on discovering and 

analyzing data contained within web pages and other web-based resources. Web structure mining, on the other hand, 

involves analyzing the relationships and connections between web pages. By employing graph theory, it examines 

the interlinking structure of web pages, either through direct links or through the information web pages share. While 

Web usage mining aims to extract meaningful patterns and insights from server logs. These logs capture and record 

user activity on websites, providing valuable information about user behavior and preferences[5][6].  
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Figure 1: Web Mining Category[3] 

Web content mining can be Known as an important procedure of extracting valuable and necessary information from 

web pages. It is linked to text mining due to the large part of the web content is text-based. Web content mining 

consider the semi-structured nature of the web. There are two types: the first directly extracts content of documents, 

the second enhance search result through other tools like search engines. Content mining is used to inspect data 

gathered by search engines and web spiders. The  used technologies in Web Content Mining are Natural Language 

Processing (NLP) and Information Retrieval (IR) [7]. There are Two approaches that are used in web content mining 

are database and agent-based approach. The database assists in recapturing the semi-structured data from web 

documents [8][9]. The three types of agents are customized web agents, information filtering Categorizing agent and 

intelligent search agents [8]. Customized web agents seek to discover a web page on the user profile. Information 

filtering categorizing agents work on minimizing the time and effort of the user in finding the location of the relevant 

document through the Knowledge that is possesses. The filtering agent filters out irrelevant incoming documents and 

presents to the user only those documents which match the user's interest. Automatically, Intelligent search agents 

discover information according to a particular query utilizing user-profiles [8][9][10]. The techniques of web content 

mining showed in figure 2. 

 

 
Figure 2: Web Content Mining techniques [10]. 

 

The purpose of Topic modeling is to find topics within a collection of digital textual documents. Several fields, many 

fields, like the Internet of Things, Block-chain, recommender systems, software engineering, digital humanities, and 

political science, topic modeling can be applied to efficiently discover topics in huge collections of data [11][12]. 

The benefits of applying that models web content mining audits many applications, like search engine optimization 

(SEO), web services, web filtering, and digital marketing [13]. Modeling topics in web content is considered as a 
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critical and very important research issue in natural language processing. topic models benefits rely on the quality of 

out coming term patterns and subjects with high quality. Topic coherence is the primary metric to assess the quality 

of the currently available topic models. 

The remaining sections of the paper are structured as follows: Section 2 presents a comprehensive literature review, 

examining existing research and studies related to web usage mining. Section 3 focuses on the view of our dataset 

used and its characteristics. Section 4 explains proposed methodology. Section 5 showed the result and section 6 

view the discussion these result. Finally, Section 7 concludes the paper, summarizing the key findings, contributions, 

and potential future research directions. 

2- Related Work Section 

     Bhat et al. (2019) [3] proposed two variants of Latent Dirichlet allocation (LDA) based on DNN, 2NN Deep LDA, 

and 3NN Deep LDA. The Bag of Words was input to both the plain LDA and DNN, to achieve better accuracy in 

the learning of topics. They derived that 2NN Deep LDA takes less time compared to LDA and 3NN Deep LDA. 

Yang et al. (2020) [14] introduced a topic model called the Named Entity Topic Model (NETM) to identify factors 

driving the growth of web content popularity. While NETM outperforms the LDA model in terms of accuracy, it 

does not consider the HTML structure of webpage content. 

In this paper, Youngseok et al. (2021) [16], suggest a web document sorting method by using topic modeling to 

collect effective information and classification. The suggested processes are applied to the document sorting 

technique to prevent duplicated crawling when crawling at high speed. By the suggested document ranking 

technique, it is possible remove repeated documents, and assure that the crawler service is working. 

Hamza H.M et al. (2023) [17] conducted a study to introduce a novel topic model designed to learn coherent topics 

from web content data. They proposed the HTML Topic Model (HTM), which incorporates HTML tags to better 

understand the structure of web pages. The study involved two sets of experiments to highlight the limitations of 

existing topic models and evaluate the topic coherence of HTM in comparison to the widely used LDA model and 

its variants, such as the Correlated Topic Model. 

Simra Shahid et al. (2023) [18] provide HyHTM- a Hyperbolic geometry relay on Hierarchical Topic Models that 

deals with this restriction by combine hierarchical information from hyperbolic geometry to clearly model hierarchies 

in topic models. the results with four baselines reveal that HyHTM can better care to parent-child relationships among 

topics. 

 

3- Dataset Used Section 

     The Author’s own Dataset: the new dataset will be created for proposed system which should contain set of web 

page content with titles. We use all URLs of the “geeksforgeeks.org” website to create this dataset and saved as .csv 

file. Table 1 content sample of these dataset. the new dataset with the following properties: 

• Id: unique number  

• Title: Title of web page 

• Content: Content of web page 

• URL: URL of the web page. 

Table 1: Sample of our dataset 

Id Title Content URL 

1 Data Structures 

Tutorial 

Page Content as Text https://www.geeksforgeeks.org/data-

structures/ 

2 

Algorithms Tutorial  

Page Content as Text https://www.geeksforgeeks.org/fundamentals-

of-algorithms/ 

3 System Design 

Tutorial  

Page Content as Text https://www.geeksforgeeks.org/system-design-

tutorial/ 

4 

Complete Machine 

Learning & Data 

Science Program 

Page Content as Text https://www.geeksforgeeks.org/courses/data-

science-

live?itm_source=geeksforgeeks&itm_medium

=gfg_submenu&itm_campaign=DS_Submenu 
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4- Methodology Section  

     New design and implementation of proposed topic model with web content mining system which is used to create 

topic name form a content of web page. Our system is characterizing with many features such as a new dataset will 

be create containing a web content mining data type.  

Our system consists of the following steps: 

1. Create data set as mention in section 3 and saved in Dataset.csv file.   

2. preprocessing step: In general, most documents, texts, and articles have several unnecessary (redundant) words 

like stop-words, slang, misspellings, etc. However, some techniques for text cleaning and preprocessing text datasets 

are explained in the following (see Fig. 3). 

 
Fig. 3: The utilized techniques of the preprocessing module 

a) Capitalization handling: converting all words to upper or lower case letters [19].  

b) Noise removal: redundant characters will be remove. [20]. 

c) Tokenization: text will be breakdown into individual tokens [21], [19]. 

d) Stop-word removal: removing stop words (such as “is”, “the”, “that”, etc.) addresses from document [22]. 

e) Lemmatization: The suffixes words that transform into their root or base forms are known as lemmas [23]. 

3. Bag of words: which keeps a count of the total occurrences of most frequently used words [19]. 

4. LDA algorithm 

LDA is a probabilistic generative model used to identify multiple topics. The key idea is that documents can be 

viewed as random mixtures of underlying topics, with each topic being characterized by a distribution over words. 

Latent Dirichlet Allocation (LDA), introduced by Blei, Ng, and Jordan in 2003, is one of the most popular methods 

in topic modeling. LDA defines topics based on word probabilities, and the most probable words within each topic 

typically reveal a clear understanding of the topic, as determined by the word distributions produced by LDA [24]. 

The proposed methodology used the LDA algorithm in processing step to get the weighted words for the document, 

LDA is a best choose for topic label compared with NMF according to results.  

5. Topic Label 

The set of words that generated from topic creating step for each document should be labeling as a main topic field. 

The Gemini AI will be used. Gemini, a family of highly capable multimodal models developed at Google. the trained 

Gemini models jointly across image, audio, video, and text data for the purpose of building a model with both strong 

generalist capabilities across modalities alongside cutting-edge understanding and reasoning performance in each 

respective domain [25]. 

The proposed system calls Gemini API with top 5 words for a content of web page as a parameter. The question is: 

"please, i need the main topic name only in computer science for these words = (5 words)".  

The final flowchart of the proposed system shown in figure 4 and the algorithm shown in algorithm 1. 
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Figure 4: proposed system 

Algorithm 1: Proposed Methodology 

Input: 

Output: 

Steps:  

1. 

2. 

3. 

4. 

5. 

Document 

Topic_Name 

 

Preprocessing Step (Tokenization, Stop words, Lemmatization, Data Cleaning, etc.). 

Compute Bag of words. 

Processing Topic Creation using LDA algorithm. 

Topic Labeling using Gemini with top 5 words for a document 

Compute Similarity value between (generate topic, original topic). 

 

5- Results Section 

     As mentioned earlier, the intended system consists of with the following steps. The preprocessing includes 

cleaning and removing unwanted words. In addition, a lemmatization step is then applied, where the suffix is 

removed, and many other phases. Then the Bag of words will be computed for dataset. Apply the LDA algorithm 

(and NMF to compare) to create the topic words. Finally, the Gemini AI will be used to create Topic label according 

to words. The evaluation step compute similarity value between the original title topic (which saved in database) and 

generated topic with NMF and LDA. Table 2 shows the result of topics name using NMF algorithm (sample: 5-

pages). 

Table 2: Topic Name using NMF algorithm 

No Original Topic Page NMF Words Gemini Topic Label 

1 System Design Tutorial design, interview, tutorial, 

data, question 

Data Interview Design 

2 Machine Learning Tutorial machine, learning, tutorial, 

data, python 

Machine Learning 

3 Web Design Tutorial | Learn 

Web Design from Basics 

design, web, tutorial, 

graphic, python 

Web Design 

4 Software Design Patterns 

Tutorial 

design, pattern, link, 

tutorial, method 

Design Patterns 

5 What is SEO Optimization or 

Search Engine Optimization? 

search, engine, google, 

optimization, tutorial 

Search Engine Optimization 

(SEO) 

 

The proposed system will be compare with the NMF algorithm which is the one of the algorithm used in Topic 

model. Table 3 shows the result of topic name using LDA algorithm (sample: 5-pages).  
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Table 3: Topic Name using LDA algorithm 

No Original Topic Page LDA Words Gemini Topic Label 

1 System Design Tutorial design, system, interview, 

tutorial, data 

System Design 

2 Machine Learning Tutorial machine, learning, 

tutorial, data, python 

Machine Learning 

3 Web Design Tutorial | Learn Web 

Design from Basics 

design, web, tutorial, 

graphic, data 

Web Design 

4 Software Design Patterns 

Tutorial 

design, pattern, link, 

tutorial, method 

Design Patterns 

5 What is SEO Optimization or 

Search Engine Optimization? 

search, engine, google, 

optimization, tutorial 

Search Engine Optimization 

(SEO) 

 

6- Evaluations and Discussion Section 

     This section evaluation and discussion the proposed methodology, among different evaluation metrics, the 

similarity method is the mostly closest metric, and it is obtained by comparing word vectors (so-called “word 

embeddings”). These vectors are multiple dimensions of meaning representations of a word [26]. Cosine Similarity, 

This metric measures the cosine of the angle between two vectors (the original title and the generated title). A cosine 

similarity score of 1 indicates perfect similarity, while a score of 0 means no similarity. Table 4 and Figure 5 shows 

that the LDA algorithm is a best from NMF algorithm according to the cosine similarity value, the similarity will be 

compute between the original topic and generated topic.  

 

Table 4: Similarity values between topics 

No Original Title NMF Title 
Similarity 

Value 
LDA Title 

Similarity 

Value 

1 System Design Tutorial Data Interview 

Design 

0.3333 System Design 0.8164 

2 Machine Learning 

Tutorial 

Machine Learning 0.8164 Machine 

Learning 

0.8164 

3 Web Design Tutorial | 

Learn Web Design from 

Basics 

Web Design 0.8302 Web Design 0.8302 

4 Software Design Patterns 

Tutorial 

Design Patterns 0.7071 Design Patterns 0.7071 

5 What is SEO 

Optimization or Search 

Engine Optimization? 

Search Engine 

Optimization (SEO) 

0.6666 Search Engine 

Optimization 

(SEO) 

0.6666 
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Figure 5: Similarity values between topics 

Discussion and Analysis for Title: 

1. Cosine Similarty: 

• Machine Learning Tutorial (0.8164 for both NMF and LDA): Both models show a high cosine similarity for this pair. 

This makes sense since both titles are focused on "Machine Learning," and the small variations (like "Tutorial" vs. "Machine 

Learning") are still closely related. 

• System Design Tutorial (0.3333 with NMF, 0.8164 with LDA): The NMF model’s low cosine similarity to "Data 

Interview Design" suggests that the topic may not be fully aligned with the original context (system design tutorial). The 

LDA model does much better because it retains the key subject ("System Design"). 

• Web Design Tutorial (0.8302 for both NMF and LDA): Both models return a high cosine similarity, which indicates that 

the terms "Web Design" are dominant in both the original title and the simplified model output. 

• Software Design Patterns Tutorial (0.7071 for both NMF and LDA): The cosine similarity of 0.7071 indicates that both 

models recognize the term "Design Patterns," although they discard the "Software" part. The score is moderate but still 

reflects the connection between design patterns in both titles. 

• SEO Optimization (0.6666 for both NMF and LDA): While the term "SEO" is central to both titles, the phrase "What is 

SEO Optimization or Search Engine Optimization?" is more verbose. Both NMF and LDA produce a shorter title, which 

results in a moderate similarity score. 

2. Topic Coherence: Topic coherence is a metric used to measure how meaningful the generated topics are. It checks whether 

words within the topics co-occur frequently in documents and can give insight into how well the model understands the 

topic. Analysis for Title: System Design Tutorial: The discrepancy in similarity scores (NMF: 0.3333, LDA: 0.8164) might 

indicate that LDA is more effective at identifying coherent topics related to "System Design" due to its probabilistic 

approach. The NMF model might not fully capture the broader context of the tutorial format, hence a lower coherence. Both 

NMF and LDA are likely to show high topic coherence for others topic. 

 

3. Title Length: A longer original title could lead to lower similarity scores; as more complex phrasing may reduce the focus 

on the central topic. For instance, “What is SEO Optimization or Search Engine Optimization?” is a more complex title 

compared to “Machine Learning.”. 

 

4. Topic Saturation: Titles like “Machine Learning Tutorial” and “Web Design Tutorial” are more saturated with common 

phrases related to their topics, which makes them easier for both NMF and LDA to match. 

 

7- Conclusion Section 

     NMF is generally more sensitive to specific word choices and might show lower similarity when titles are phrased 

differently (e.g., "System Design Tutorial" to "Data Interview Design"). LDA, being more flexible in its probabilistic 

approach, often performs better when titles vary in structure but still share a common underlying topic. In terms of 

cosine similarity, both models perform well for clear topics like "Machine Learning" or "Web Design," but the topic 

coherence and preprocessing steps show how each model responds to complexity and word variation. 

0
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Similarity Score: Generally, the models show reasonable agreement between the original titles and the generated 

ones, with LDA slightly outperforming NMF in terms of matching the original intent and content. Relevance to Core 

Topic: Both models tend to reduce the title to its core concept, for instance, "Machine Learning" and "Web Design." 

However, the differences in similarity scores (e.g., 0.3333 for "System Design Tutorial" with NMF) reflect how 

much the models retain or lose context during topic modeling 
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